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When experts design a network, they try
to provision the network to handle
expected traffic demands...



When cloud providers design a
datacenter network, they try to provision
the network to handle any possible

traffic demand.

* To a first approximation. We discuss oversubscription in the paper.
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How to assess whether a
datacenter topology is
non-blocking?



Early Work uses Bisection Bandwidth
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Early Work uses Bisection Bandwidth
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Early Work uses Bisection Bandwidth

—
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Early Work uses Bisection Bandwidth

—

This holds for a specific topology family called Clos.
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Most Commercial Datacenters are Clos
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Recently Proposed Topologies: Expanders
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Recently Proposed Topologies: Expanders
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Recently Proposed Topologies: Expanders




For expanders, can bisection
bandwidth help assess whether
topology is non-blocking?

* It is for Clos — proof in the paper.



Prior Work Has Proposed Another Metric
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Prior Work Has Proposed Another Metric

Demand from B to E =2.0

Network can sustain =1.5

Throughput = 0.75
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Prior Work Has Proposed Another Metric

4

Throughput of 1 means network can support the traffic matrix
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Prior Work Has Proposed Another Metric




Prior Work Has Proposed Another Metric

4

Throughput of 1 means network is non-blocking




Prior Work Has Proposed Another Metric




For expanders, is bisection
bandwidth equivalent to
throughput?



Findings
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Findings

m
. A full bisection bandwidth Expander may not have full
throughput.

e L 2

There are always exist a size beyond which no full throughput

Expander topology exists.
-

Even Expanders with 10-15K servers may not have full
throughput even if they have full bisection bandwidth




Findings

L
A full bisection bandwidth Expander may not have full
throughput.

¥

B
Cost, manageability, and failure resilience comparisons
affected significantly when throughput is used at large-scale.




But Computing Throughput is Expensive

An accurate upper bound for throughput of Expanders and
Clos topologies that scales well.




Outline

m 1
. A full bisection bandwidth Expander may not have full
throughput.

B
Cost, manageability, and failure resilience comparisons
affected significantly when throughput is used at large-scale.

An accurate upper bound for throughput of Expanders and
Clos topologies that scales well.




Clos vs Expanders
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Clos vs Expanders
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Scaling Limitations (Expanders)

Servers Per Switch
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Scaling Limitations: Frontier Curve
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Scaling Limitations: Frontier Curve
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Scaling Limitations: Frontier Curve
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Scaling Limitations: Frontier Curve
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Scaling Limitations: Frontier Curve
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Why Expanders have scaling limitations?
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Why Expanders have scaling limitations?

Traffic from/to the servers
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Why Expanders have scaling limitations?

Transit Traffic
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Why Expanders have scaling limitations?

Each Switch has 3 up-facing capacity

Each Switch connected to 2 Servers
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Why Expanders have scaling limitations?

Each Switch has 3 up-facing capacity

Each Switch connected to 2 Servers

1 up-facing capacity left for transit
traffic
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Why Expanders have scaling limitations?

Transit Traffic /
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Why Expanders have scaling limitations?

. mEpwdes echowichhandesboth
¥

In Expander, number of servers per switch should be reduced so
that each switch has more capacity left for transit traffic.
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Outline

L
A full bisection bandwidth Expander may not have full
throughput.

B
Cost, manageability, and failure resilience comparisons
affected significantly when throughput is used at large-scale.

An accurate upper bound for throughput of Expanders and
Clos topologies that scales well.
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Cost Comparison
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Cost Comparison
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Cost Comparison
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Other Results

Expansion of Expanders requires advanced planning, otherwise it might cause
throughput degradation.

Throughput measures the oversubscription ratio better than bisection
bandwidth.

Expanders can deviate from perfect resiliency by up to 20%.
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Outline

L
A full bisection bandwidth Expander may not have full
throughput.

B
Cost, manageability, and failure resilience comparisons
affected significantly when throughput is used at large-scale.

An accurate upper bound for throughput of Expanders and
Clos topologies that scales well.




Throughput Upper Bound

Goal: Estimate throughput of a network
e Efficiently

e Accurately
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Throughput of a topology

Minimum throughput over all the feasible traffic demands
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Throughput of a Traffic Demand

Maximum scaling factor to make the traffic demand satisfiable.
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Throughput of a Traffic Matrix

Maximum scaling factor to make the traffic matrix satisfiable.
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Throughput of a Traffic Matrix

Maximum scaling factor to make the traffic matrix satisfiable.
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Throughput of a Traffic Matrix

Maximum scaling factor to make the traffic matrix satisfiable.

Throughput =
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Hard to Compute Throughput of a Traffic Matrix

Throughput of a traffic matrix = Maximum scaling factor to make

the traffic matrix satisfiable.

e [P Optimization — Does not scale to size of commercial datacenters
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We Estimate an Upper Bound on Throughput
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We Estimate an Upper Bound on Throughput

Assuming shortest paths provide enough diversity to handle all
the flows

4

Upper bound on throughput of a traffic demand
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Hard to Compute Throughput of Network

Throughput of a topology = Minimum throughput over all the

feasible traffic matrices

e Infinite number of feasible traffic matrices
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Our Approach: Focus on Permutation Traffic Matrices

Permutation Traffic
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Our Approach: Focus on Permutation Traffic Matrices

Permutation
Traffic Matrices

Set of feasible
Traffic Matrices
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Our Approach: Focus on Permutation Traffic Matrices

Permutation
Traffic Matrices

Set of feasible
Traffic Matrices
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A Maximal Permutation Matrix has Lowest Throughput
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A Maximal Permutation Matrix has Lowest Throughput
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A Maximal Permutation Matrix has Lowest Throughput

Permutation Traffic with longest total shortest path length
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Algorithm for Throughput Upper Bound (TUB)

1
[ Compute all pairs shortest path lengths
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Algorithm for Throughput Upper Bound (TUB)

1
[ Compute all pairs shortest path lengths

¥

2 : : : : :
|( Find Maximal Permutation Matrix using

Maximum Weight Matching in Full Bipartite Graph

S. A. Jyothi et. al. "Measuring and Understanding Throughput of Network Topologies" SC '16
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Algorithm for Throughput Upper Bound (TUB)

1
[ Compute all pairs shortest path lengths
2 : : : : :
Find Maximal Permutation Matrix using
Maximum Weight Matching in Full Bipartite Graph
S. A. Jyothi et. al. "Measuring and Understanding Throughput of Network Topologies" SC '16

¥

3
|( Compute Upper bound on Throughput of Maximal Permutation
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Accuracy & Scalability



Evaluation Set up

Baseline
- K-shortest path MCF with high enough K on Maximal Permutation TM
(KSP-MCF)

Throughput Gap
- Absolute difference from KSP-MCF
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Comparison Alternatives

1) Bisection Bandwidth (BBW)

2) Upper-bound in (HUB)
e A. Singla et. al. “High Throughput Data Center Topology Design” NSDI’ 14

3) Hoefler’s method (HM)

e T. Hoefler et. al. “Multistage switches are not crossbars: Effects of static routing in high-performance
networks”, 2008 IEEE International Conference on Cluster Computing
e X. Yuan et. al. ““ A New Routing Scheme for Jellyfish and Its Performance with HPC Workloads* SC*13

88



Comparison

Our Upper bound (TUB) is more accurate than other alternatives.
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Comparison

Our Upper bound (TUB) is more accurate than other alternatives.
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Comparison

Our Upper bound (TUB) scales scales as well or better than alternatives.
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Conclusion

L
A full bisection bandwidth Expander may not have full
throughput.

B
Cost, manageability, and failure resilience comparisons
affected significantly when throughput is used at large-scale.

An accurate upper bound for throughput of Expanders and
Clos topologies that scales well.




- Practical routing evaluation
- Parallel Throughput upper bound computation

- Further Improvement of accuracy
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Thank you!

Email:
Twitter: @PooriaNamyar
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