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ABSTRACT
Programmable switches are driving a massive increase in
fine-grained measurements. This puts significant pressure on
telemetry collectors that have to process reports from many
switches. Past research acknowledged this problem by either
improving collectors’ stack performance or by limiting the
amount of data sent from switches. In this paper, we take
a different and radical approach: switches are responsible
for directly inserting queryable telemetry data into the col-
lectors’ memory, bypassing their CPU, and thereby improv-
ing their collection scalability. We propose to use a method
we call direct telemetry access, where switches jointly write
telemetry reports directly into the same collector’s memory
region, without coordination. Our solution, DART, is prob-
abilistic, trading memory redundancy and query success
probability for CPU resources at collectors. We prototype
DART using commodity hardware such as P4 switches and
RDMA NICs and show that we get high query success rates
with a reasonable memory overhead. For example, we can
collect INT path tracing information on a fat tree topology
without a collector’s CPU involvement while achieving 99.9%
query success probability and using just 300 bytes per flow.
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1 INTRODUCTION
Network telemetry is an integral function in modern data
centers [7, 22, 27, 31, 32, 49, 54–56]. This is fostered by the
rise of programmable switches [9, 26, 42] that allowsmonitor-
ing of network traffic in real time at high granularities. Such
granular telemetry is essential both for advanced network
operations [1, 21, 36] and troubleshooting [16, 27, 46].

Telemetry systems are built around centralized collection
of network-wide reports [3, 11, 23, 27, 41]. However, the
growing telemetry volume poses a new challenge: it is in-
creasingly hard to build collectors that can process reports
(i.e., telemetry data) from many switches [31, 50]. For exam-
ple, production datacenter networks can comprise hundreds
of thousands of switches [16], each generating up to mil-
lions of reports per second [56], requiring thousands of CPU
cores just for real-time data collection (§2). Existing research
boosts collectors’ scalability by improving their network
stacks [31, 50] or by preprocessing [35] and filtering data at
the switches [25, 34, 51, 56]. Our insight, however, is that
the main bottleneck of collectors is their inability to quickly
insert incoming reports in queryable data structures (§2).

To overcome this issue, we propose a method we call direct
telemetry access where switches write their reports directly
into a collector’s memory. Our solution, DART (Distributed
Aggregation of Rich Telemetry), allows switches to jointly in-
sert queryable telemetry data without any involvement of the
collector’s CPU or inter-switch communication. DART uses
RDMA (Remote Direct Memory Access) [24], a technology
available on many network cards [28, 48, 52] that can per-
form hundreds of millions of memory writes per second [48],
which is significantly faster than what even the most high-
performing CPU-based telemetry collectors achieve [31].
Generating RDMA instructions directly from switches is pos-
sible [33], but it also raises several challenges when used for
telemetry collection: (1) how to directly write in the collector
memory in such a way that the data is then easily queryable?
(2) how to optimize data organization inside the collector in
the presence of hundreds of thousands concurrent telemetry
reporters? (3) how to make the system robust to telemetry
report losses while keeping limited statefulness at switches?
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To address these challenges, we designed a solution where
switches decide the location in collectors’ memory to write
the reports. This is achieved using global hash functions
that create a stateless mapping between the information to
be reported (i.e., telemetry keys and data), and the memory
addresses at collectors. Such a mapping allows collectors to
determinewhere the information relevant to a query is stored
as the same address mapping can be used to retrieve data.
However, different switches might write to the same mem-
ory location, thus potentially deleting useful telemetry data.
To overcome this, DART switches write the same report to
multiple memory addresses. This trades the amount of mem-
ory needed and the query success rate for CPU resources at
collectors (which are limited by the slowdown of Moore’s
law [12, 19]). These combined techniques manage to deliver
both coordination-free collection, and collision robustness.

We discuss DART’s design (§3), provide a theoretical anal-
ysis (§4), and confirm the efficiency with simulations (§5)
where we use INT path tracing carried on a 5-hop fat-tree
topology as an example. Here, DART requires as little as 300
bytes per flow to achieve a 99.9% success probability. We
show that DART is efficiently implementable in commodity
P4 switches (§6), and discuss future directions (§7).

Our main contributions are:
• Wemake the case for adopting a solution that does not use
CPU at collectors to handle incoming telemetry data (§2).

• We propose a method called direct telemetry access that
allows switches to jointly insert queryable telemetry data
into collectors’ memory (§3).

• We set the basis for direct telemetry access theory demon-
strating how it is possible to have provable query success
rate given collector’s memory availability (§4).

• We demonstrate the feasibility of our approach using state-
of-the-art programmable switches (§6).

2 MOTIVATION
Collectors play an important role in network telemetry sys-
tems: they receive telemetry reports and store the infor-
mation in internal data structures to answer network-wide
queries. One key challenge is to ensure that this process is
scalable as a datacenter network can comprise hundreds of
thousands of switches [16], some potentially handling up to
millions of traffic flows [44]. For example, a non-sampled INT
telemetry system requires the collection of telemetry data
from every single packet, which would result in an excessive
amount of reports. Because of this, event detection is typi-
cally implemented at switches in an effort to send reports to
a collector only when things change [25]. This helps in reduc-
ing the rate of switch-to-collector communication down to a
fewmillion telemetry reports per second per switch [56]. Still,
telemetry collection costs are high, and the main reason we
identified is that the collectors’ CPU is the main bottleneck.
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Figure 1: Telemetry report packet I/O is already expen-
sive, and collector functionality requires significant
additional work. I/O performance and sampling in (a)
are based on official DPDK PMD performance num-
bers [47] and generated events per second in 6.5Tbps
switches [56]. (b) shows the CPU cycles breakdown to
storage and I/O in existing collectors.

CPU-based packet I/O is too slow. Figure 1(a) shows
the number of CPU cores required by a collector when using
the DPDK PMD (Poll Mode Driver), a state-of-the-art kernel
bypass approach, to just receive telemetry report packets at 64
and 128 bytes including the headers1 Even normal-sized data
centers, comprising 10K switches, would require a collection
cluster containing thousands of CPU cores dedicated to sim-
ple packet I/O. However, further processing is then essential
to ensure telemetry data insertion into queryable storage.

CPU-based telemetry storage is slower. Figure 1(b)
shows the number of CPU cycles required for packet I/O
and insertion of telemetry reports into storage. We used two
state-of-the-art solutions to store the contents of telemetry
reports: Apache Kafka [13] with socket-based packet I/O, and
Confluo [31] with DPDK-based packet I/O. We uniformly
generate two different report types that are 64 and 128 bytes2.
Socket-based packet I/O is inefficient, requiring 504 billion
CPU cycles for processing 100 million reports, with 11.5x as
many additional cycles required by Kafka. CPU overhead
from packet I/O is significantly reduced by the DPDK PMD,
which requires only 14 billion CPU cycles for the same num-
ber of reports (i.e. 2.7% as much work as sockets). However,
as visualized in Figure 1(a), this is still very expensive at
large scales. The actual insertion of the telemetry data into
queryable storage through Confluo requires an astounding
114x as many CPU cycles as the costly packet I/O.
Direct telemetry access to the rescue. To eliminate

the processing bottleneck at collectors, we designed a solu-
tion where switches are responsible for directly inserting

1We assume that reports are not batched together into fewer packets for re-
duced I/O overhead. However, this would not remove the cost of processing
the reports and inserting them into storage, which is the most costly step.
2A 64 or 128 bytes report would consist of 36 bytes and 100 bytes of report
data (without 28 bytes of header). For instance, a 64 bytes packet could
answer one INT query, storing 32-bits per hop across 9 hops in the network.
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Figure 2: An architectural overview of DART.
queryable telemetry data into logically centralized memory.
We show how this can be achieved using commodity hard-
ware such as P4 programmable switches and RDMA NICs.
Current RDMA-capable network cards are capable of process-
ing more than 200 million messages per second [48], which is
significantly faster than CPU-based telemetry collectors [31].
Our solution is not restricted to the RDMA protocol, and
we discuss in Section 7 how smartNICs can be leveraged
to build a new protocol tailored to direct telemetry access
for significant optimizations.

3 DESIGN
In DART, switches insert telemetry data directly into the col-
lectors’ memory at a specific address using RDMA calls. In
Figure 2, we show the architectural overview of DART, con-
stituting two main components: telemetry reporting (§3.1),
shown on the right side of the figure, and querying (§3.2),
shown on the left side. The former is the process of pushing
the network state and measurements from switches directly
into collectors’ memory, organized as a key-value store. The
latter refers to the operator’s ability to run key-based queries
against the stored telemetry data. Both of these functions
are delivered without requiring any coordination or commu-
nication between individual switches or end-hosts, further
reducing the overall telemetry overhead and complexity.
DART assumes the telemetry data is readily available at

switches, and thus it does not place any specific restriction on
the underlyingmeasurement framework, as shown in Table 1.
Because of this, the key-value store semantics may depend
on the specific telemetry techniques used at switches. For
example, for INT [15], each switch writes its telemetry data
into packets and only the last hop pushes the information
to the collector. Here, the key will be the <Flow 5-tuple>. In
contrast, when DART is used with INT working in postcard
mode, where each switch reports data, the key will be the
concatenation of <Flow 5-tuple> and the <switchID>.

3.1 Reporting
Onemight be tempted to design collision-free key-to-address
mappings using on-switch memory, combined with dedi-
cated per-switch regions in the centralized telemetry storage.
We believe this approach is unfeasible due to the switches’

Backend Key(s) Data

In-band [7, 15, 30, 32] Flow 5-tuple Packet-carried data

Postcards [15, 18] SwitchID,
Flow 5-tuple

Local
measurement

Query-based
mirroring [57] QueryID Query answer

Trace analysis [43, 53] various Analysis output

Flow anomalies [56] Flow 5-tuple,
Anomaly ID Time, event-specific

Network failures [16] Failure ID, location Time, debug info

Table 1: Examples of measuring techniques mapped
into the DART key-value collection structure.

limited memory, unable to store the high number of new
telemetry keys constantly appearing across the entire net-
work, as old keys become irrelevant. Indeed, there is no sup-
port for dynamic memory allocations, which has led the com-
munity to adopt probabilistic data structures to approximate
per-key statefulness in switches [5, 6, 38]. Second, keeping
dedicated per-switch regions in the collector’s memory leads
to inefficiencies due to uneven switch telemetry data gener-
ation rates. Further, operators need to know which switch
wrote the telemetry data for it to be efficiently queryable.

DART uses global hash functions to create a stateless map-
ping between telemetry keys and memory addresses at one
ormore logically centralized collectors where the data should
be written. The same mapping can be calculated by the op-
erator for retrieving the results of a query. However, using
stateless mapping raises an important issue – different keys
can hash into the same memory address, resulting in over-
written telemetry data due to these collisions. To address this
challenge, DART uses N independent hash functions to map
each key into N different storage locations, where duplicate
entries of the corresponding telemetry data are stored.
Telemetry reports are sent from switches as one-sided

RDMA-WRITE packets towards one of the collectors, with
the chosen memory address in the RDMA header. Through
hashing, switches determine the collector and memory lo-
cation for N copies of the telemetry report. Switches craft
RDMA-based reports based on loaded lookup-table entries
that map the selected collector to essential RDMA infor-
mation. An RDMA-capable network card at the collector
parses the RDMA report and writes the payload directly
to memory, making it available for operator queries.
RDMA does not support writing a payload into several

memory addresses at once, instead requiring several packets
containing one memory instruction each. Currently, DART-
enabled switches rely multiple redundant telemetry reports
generated to fill all the N slots allocated to a key. However,
further research into SmartNIC-enabled RDMA extensions
could remove this requirement (§7).
At the collector, to reduce the memory occupied, instead

of storing the key, DART makes use of a small checksum
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of the key to simplify detection of overwritten data. While
querying, values from the N locations that do not match the
attached checksum can be discarded. The impact of check-
sum collisions is discussed in sections 4 and 5.3.

Distributing the N copies of per-key telemetry data across
N physical collectors could improve the system resiliency,
at the cost of potentially reduced querying speed. In DART’s
current design we ensure that data duplicates for any one
key are held at a single collector, thereby enabling operator
queries to be executed locally on the collector CPU without
requiring inter-collector communications for data transfer.

3.2 Querying
Queries are performed in four main steps, as seen in the left
side of Figure 2. First, an operator requests the results for a
telemetry query, which it forwards to the relevant collector.
DART hashes the query key to retrieve the collector ID, and
then uses a lookup table to convert the collector ID into the
collector which holds the telemetry data. DART then hashes
the key intoN memory addresses at the collectorwhich holds
the relevant telemetry data and extracts this data. Finally,
DART uses the key-checksum to discard the invalid telemetry
data and returns the result of the query to the operator.

4 THEORETICAL ANALYSIS
Because we treat the RDMA memory as a large key-value
hash table where only checksums of keys are stored and val-
ues may be overwritten over time, we must consider the pos-
sibility that when we make a query, we are unable to return
an answer, or we may return an incorrect answer. We call
the case where we have no answer to return an empty return,
and the case where we return an incorrect answer a return
error. The probability of an empty return or a return error de-
pends on the parameters of the system, and on themethodwe
choose to determine the return value. Belowwe present some
of the possible tradeoffs and some mathematical analysis;
we leave further results and discussions for the full paper.

Let us first consider a simple example.When awrite occurs
for a key-value pair, in the hash table N copies of the b-bit
key checksum and the value are stored at random locations.
We assume the checksum is uniformly distributed for any
given key throughout our analysis. When a read occurs, let
us suppose we return a value if there is only a single value
amongst the N memory locations matching that checksum.
(The value could occur multiple times, of course.)

An empty return can occur, for example, if whenwe search
the N locations for a key, none of them have the right check-
sum. That is, all N copies of the key have been overwritten,
and none of the N locations currently hold another key with
the same checksum. To analyze this case, let us consider the
following scenario. Suppose that we haveM memory cells

total, and that there are K = αM updates of distinct keys
between when our query key q was last written, and when
we are making a query for its values. We can use the Poisson
approximation for the binomial (as is standard in these types
of analyses and accurate for even reasonably largeM , N , K ;
see, for example, [10, 40]). Using such approximations, the
probability that any one of the N locations is overwritten is
given by (1−e−KN /M ), and that all of them are overwritten is
(1−e−KN /M )N . The probability that all of them are overwrit-
ten and the key checksum is not found is approximated by

(1 − e−KN /M )N · (1 − 2−b )N = (1 − e−αN )N · (1 − 2−b )N .

Wewould also get an empty return if theN cells contained
two or more distinct values with the same correct checksum.
This probability is lower bounded by

N−1∑
j=1

(
N

j

)
(1 − e−αN )je−αN (N−j)(1 − (1 − 2−b )j ) ,

and upper bounded by( N−1∑
j=1

(
N

j

)
(1 − e−αN )je−αN (N−j)(1 − (1 − 2−b )j )

)
+ (1−e−αN )N (1−(1−2−b )N −N · 2−b (1−2−b )N−1).

The first summation is the probability at least one of the
original N locations is not overwritten, but at least one over-
written location gets the same checksum. (We pessimisti-
cally assume it obtains a different value.) The second expres-
sion adds a term for when all original values are overwrit-
ten and two or more obtain the same checksum. Note that
we need to give bounds as values in overwritten locations
may or may not be the same.
We could have a return error if all N copies of the origi-

nal key are overwritten and one or more of those cells are
overwritten with the same checksum and same (incorrect)
value. This probability is lower bounded by

(1 − e−αN )NN 2−b (1 − 2−b )N−1,

which is the probability that all of the original locations
are overwritten and a single overwriting key obtains the
checksum, and upper bounded by

(1 − e−αN )N (1 − (1 − 2−b )N ),

the probability that the original locations are overwritten
and at least one overwriting key obtains the checksum.
There are many ways to modify the configuration or re-

turn method to lower the empty returns and/or return errors,
at the cost of more computation and/or more memory. The
most natural is to simply use a larger checksum; we suggest
32 bits should be appropriate for many situations. However,
we note that at “Internet scale” rare events will occur, even
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matching of 32-bit checksums, and so this should be con-
sidered when utilizing DART information. One can also use
a “plurality vote” if more than one value appears for the
queried checksum; additionally one can require that a check-
sum/value pair occur at least twice among the N values
before being returned. (Note that, for example, requiring
consensus of two values can be decided on a per query basis
without changing anything else; one can decide for specific
queries whether to trade off empty returns and return errors
this way.) Additional ideas from coding theory [14, 37], in-
cluding using different checksums for each location or XOR-
ing each value with a pseudorandom value, could also be ap-
plied. As a default, we suggest a 32-bit checksum and a “plu-
rality vote.”We describe related results in our evaluation (§5).

5 PRELIMINARY EVALUATION
RDMA is well known to deliver high throughput memory
operations, and this section focus on evaluating the DART
algorithm and data structure.We show through in-depth sim-
ulations that DART is effective with little redundancy of
N = 2 (§5.1) and has a high query success rate of 99.9% at
the collector (§5.2) with high accuracy (§5.3).

5.1 Effectiveness of DART Redundancy
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Figure 3: Average query success rates in DART, de-
pending on the collector load and the number of ad-
dresses per key (N ). The background color indicates
optimal N in each interval.

The probabilistic nature of DART cannot guarantee querya-
bility on a given reported key. We show in Figure 3 how the
query success rate depends on the load factor (i.e., the total
number of telemetry keys over available memory addresses),
and the number of memory addresses that each key can write
to. There is a clear efficiency improvement by having keys
write to N > 1 memory addresses when the storage load fac-
tor is in reasonable intervals. We also note how simulations
adhere to the aforementioned theory in Section 4 regarding
the impact of multiple addresses per key, and the background
color in Figure 3 indicate which number of addresses per key
(N ) delivered the highest key queryability in each interval.

The RDMA standard requires multiple packets with a sin-
gle write instruction each, with SmartNICs showing promise
to circumvent this limitation (§7) by batching them together.
Thus, a practical RDMA-based DART implementation might

benefit from a reduction in N , balancing network overheads
against the marginal queryability improvements gained from
the increased data redundancy. N = 2 appears to be a gener-
ally good compromise, showing great queryability improve-
ments over N = 1. We conclude that dynamically adjusting
N as the load fluctuates could improve queryability and effi-
ciency, and leave finding a good mechanism as future work.

5.2 Data Queryability
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Figure 4: Telemetry data aging in DART, showing INT
5-hop path tracing queryability of 100million flows at
various storage sizes, using 160-bit values with 32-bit
checksums, with redundancy N = 2.

The hash-based address selection in DART results in ad-
dress collisions between keys, as they compete over limited
allocated memory at various sizes of the DART data storage,
resulting in old data being aged out of memory.

Figure 4 shows the queryability of reported INT path trac-
ing data at various storage sizes and report ages. As expected,
allocating enough collector memory is essential for ensuring
a high data queryability, with smaller storage sizes resulting
in a faster aging-out of data. For example, when 100 mil-
lion flows share just 3GB (i.e., 30B storage per flow path),
we see how the average queryability is 71.4% across all 100
million flows; with a steep decline to 39.0% for the oldest
reports, which almost exactly matches the theoretically pre-
dicted 38.7% from Section 4. However raising the storage
capacity to 30GB significantly increases the average data
queryability to 99.3% across all 100 million flows; equiva-
lent experiments with redundancy N = 4 further improves
the data queryability to 99.9%. We also note how the num-
ber of tracked flow paths at a given probability increases
linearly alongside the amount of allocated storage memory.

5.2.1 Practical Considerations. The ability to run queries
on historical data, for example to troubleshoot a previous
outage, is important. Writing directly to memory is essential
for allowing line-rate report ingestion, but fails to scale to
the sizes that would be needed for storing historical network-
wide measurements. A solution can be to utilize DRAM for
temporary epoch-based storage of telemetry data, combined
with periodical transfer of data into a larger (and much
slower) persistent storage where historical queries can be
answered. We leave the design details as future work.
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5.3 Query Answer Correctness
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Figure 5: The probability of returning the wrong
answer, due to address and checksum collisions.
There is a theoretical risk of DART returning incorrect

query results, as discussed in section 4. Figure 5 shows re-
sults after extensive tests, where multiple simulations of
100M keys have been performed at various storage sizes
in an attempt to recreate the theoretically predicted incor-
rectness. These results clearly show the impact from having
key-based checksums included in the DART data structure,
with increased lengths greatly reducing the risk of errors.
Our simulations with 32-bit key-checksums fail to reproduce
return-error cases, due to their very low probability.

6 PROTOTYPE IMPLEMENTATION
We implemented the switch component of DART in around
1K lines of P4_16 [8], compiled through P4 Studio [29] for the
Tofino ASIC [26], together with 150 lines of Python to handle
the switch control plane. The implementation is oblivious
to the specific monitoring technology. When telemetry data
has to be reported, an I2E mirror is triggered, injecting a
truncated packet clone into the egress pipeline. The packet
carries the raw telemetry data together with the correspond-
ing key, and is used as the base for crafting a DART report.
The Tofino-native random number generator calculates

n ∈ [0,N − 1] to determine which of the N per-key storage
locations to use during report generation. Then, the CRC
extern maps (n, key) into the corresponding collector ID and
memory address. The global collector lookup table is a match-
action table, and maps the collector ID to specific server in-
formation required for crafting RoCEv2 [4] headers. The Ro-
CEv2 invariant-CRC (iCRC) checksum is generated by the na-
tive CRC extern. A register array is used to store per-collector
RoCEv2 Packet Sequence Number (PSN) counters. Our proto-
type requires about 20 bytes of on-switch SRAMper-collector
for storing metadata, allowing support for tens of thousands
of collectors without impacting the pipeline complexity.

7 DISCUSSION
Using standard RDMA calls. We explored the benefits of
using just RDMA write calls. However, the RDMA protocol
supports additional operations: Fetch & Add, and Compare
& Swap. The former increments a value at a specified ad-
dress by a given amount. The latter compares a value at
a specified address with a given value: if they are equal,
another specified value will be stored at the address. Both
operations can enable more complex telemetry data struc-
tures, possibly improving on query richness and memory

efficiency. For example, Fetch & Add can be used to im-
plement flow-counters directly in collectors’ memory (sav-
ing resources at switches) or to perform network-wide ag-
gregation of sketches. Compare & Swap can be used to
create more complex storage methods. For example, for
N = 2 hashes and an initially empty table, we can use an
RDMA write with one hash and Compare & Swap with an-
other (writing to a second slot only if it is empty), which
simulations show can potentially improve queryability.

Building new direct telemetry access protocols. An
RDMA call is ultimately a DMA operation from the server’s
NIC to its main memory. Programmable NICs can enable new
RDMA primitives [2, 45], even requiring multiple DMA calls
per-packet [2]. Similarly, this can open new opportunities
to rethink how direct telemetry access is implemented. For
example, it would be possible to design a new primitive for
inserting the same data into multiple memory addresses.
This would significantly reduce the network overheads of
our current system which is restricted by RDMA and thus
allows only a single memory write per packet. Moreover,
it could be possible to design a new key-value store that
is more resilient to collisions, with the NIC preemptively
managing overwrites in some manner.

8 RELATEDWORKS
Telemetry. Traditional techniques have looked into periodi-
cally collecting telemetry data [16, 18, 20]. Even though these
techniques generate coarse-grained data, they can be signifi-
cant given the large scale of today’s networks. The rise in
programmable switches has enabled fine-grained telemetry
techniques that generate a lot more data [7, 15, 17, 46, 56, 57].
Irrespective of the techniques, collection is identified to be
the main bottleneck in network-wide telemetry, and pre-
vious works focus on either optimizing the collector stack
performance [31, 50], or reducing the load through offloaded
pre-processing [35] and in-network filtering [25, 34, 51, 56].
To our knowledge, all current collection solutions are CPU-
based and thus have the same fundamental performance bot-
tleneck. An alternative approach is letting end-hosts assist
in network-wide telemetry [22, 46], which unfortunately re-
quires significant investments and infrastructure changes.
Switch-generated RDMA calls Recent work has shown
that programmable switches can perform RDMA calls [33],
and that programmable network cards are capable of expand-
ing upon RDMA with new and customized primitives [2].
Especially FPGA network cards show great promise for high-
speed custom RDMA [39, 45].
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